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ABSTRACT 
The detection of structural damage from the high-frequency local impedance spectra is addressed with a spectral 
classification approach consisting of features extraction followed by probabilistic neural network pattern recognition. 
The paper starts with a review of the neural network principles, followed by a presentation of the state of the art in 
the use of pattern recognition methods for damage detection. The construction and experimentation of a controlled 
experiment for determining benchmark spectral data with know amounts of damage and inherent statistical variation 
is presented. Spectra were collected in the 10–40 kHz, 10–150 kHz, and 300–450 kHz for 5 damage situations, each 
situation containing 5 members, ”identical”, but slightly different. A features extraction algorithm was used to 
determine the resonance frequencies and amplitudes contained in these high-frequency spectra. The feature vectors 
were used as input to a probabilistic neural network. The training was attained using one randomly selected member 
from each of the 5 damage classes, while the validation was performed on all the remaining members. When features 
vector had a small size, some misclassifications were observed. Upon increasing the size of the features vector, 
excellent classification was attained in all cases. Directions for further studies include the study of other frequency 
bands and different neural network algorithms. 

Keywords: structural health monitoring, probabilistic neural networks, active sensors, spectral classification, 
piezoelectric, aging aircraft, cracks, damage, faults, diagnostics, prognostics, PWAS, PNN, E/M impedance 

1. INTRODUCTION 
Structural Health Monitoring is a major component of the Integrated Vehicle Health Monitoring thrust within the 
Robust Aerospace Vehicle concept, as envisaged by AFRL, ONR, NASA, and industry (Kropas-Hughes, 2002a). The 
electro-mechanical (E/M) impedance approach permits the direct measurement of the high-kHz drive-point 
mechanical impedance spectrum as seen by a piezoelectric wafer active sensor (PWAS) mounted on the examined 
structure. In thin-wall structures, high-kHz excitation generates standing Lamb waves that represent localized 
structural modes, which are highly sensitive to incipient damage. In addition, due to the high-kHz bandwidth, such 
spectra are impervious to noise and disturbances originating from normal aircraft operation, because such noise and 
disturbances characteristically happen at much lower frequencies. Thus, the E/M impedance method offers good 
opportunities for identification of incipient local damage during the vehicle structural health monitoring process. The 
determination of damage presence from the high kHz impedance spectra, though in principle possible, is however 
challenging. At high kHz, the resonance spectra of thin wall structures contain a large number of harmonics, each of 
them being differently affected by the damage presence. Beside the expected frequency shifts, the appearance of new 
peaks, and the splitting of existing peaks has also been observed. Therefore, the study of such spectral changes, and 
the classification of spectra with various amounts of damage are best approached with statistical pattern recognition 
methods and neural network algorithms. 
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2. NEURAL NETWORKS 
Neural Networks are biologically inspired artificial intelligence representations that mimic the functionality of 
nervous systems (Bishop, 1995; Cowell et al. 1999; Demuth and Beale, 2000). Biological neurons consist of 
synapses, dendrites, axons, and cell bodies. Specific to the biological neuron is there ability to fire when activated. 
Artificial neurons are on-off device, which are set on by the activation or transfer function (a.k.a. threshold 
function). The activation function g(• ) can be discontinuous (e.g., symmetrized Heaviside step function, a.k.a. 
hardlimit), or continuous (e.g., logistic sigmoid, a.k.a. logsig). Linear transfer function are also be used. In an 
artificial neural network, each simulated neuron is viewed as a node connected to other nodes (neurons) through 
links to form a network. Each link is associated to a weight. The weight determines the nature and strength of one 
neuron's influence on another. Neural networks are organized in layers, input layer, output layer, and hidden 
layers. (The output of the neurons in hidden layers is not observable from the outside world.) Artificial neural 
networks consist of multipliers, adders, and transfer functions. They can be implemented as software algorithms 
and/or hardwired electronic device. Currently, artificial neural network algorithms are widely available as software 
packages (Hagan et al., 1996; Demuth and Beale, 2000). 

2.1 Types of Artificial Neural Network 
Some common neural network types are: (a) feedforward; (b) Autoassociative/heteroassociative; (c) recurrent;  
(d) competitive; (e) probabilistic.  

Feedforward neural networks compute the output directly from the input, in one pass. No feedback is involved. Feed-
forward networks can recognize regularity in data; they can serve as pattern identifiers. A typical feedforward neural 
network is the perceptron. The perceptron scalar output equals 1 when a pattern has been identified, and 0 
otherwise. The mathematical representation of the perceptron is  
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where g(• ) is the output transfer function, and x0 is always set to 1 (x0 = 1) such that w0 plays the role of bias. A 
generalized perceptron uses nonlinear transfer functions, φj(• ), a.k.a., basis functions, which are placed between the 
input and the adder:  
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Interconnected perceptrons form perceptron layers. Several perceptron layers lead to a multi-layer perceptron 
neural network. In pattern recognition, multi-layer feedforward neural networks can identify class separation 
boundaries in the form of hyper-planes in the multidimensional 
input space (Figure 2a). 

Autoassociative neural networks (AANN) are feedforward artificial 
neural networks generated from multi-layer perceptrons. AANN 
have been extended from processing one dataset to processing two 
datasets simultaneously. These are referred to as heteroassociative 
neural networks (HANN) and map one dataset on the input to a 
target dataset at the output that is different from the input. The 
HANN can effectively generate a second dataset from the first 
dataset. Another type of HANN is a network with both datasets as 
input and output. This joint data HANN provides for a mutual 
mapping of the two datasets. The autoassociative-heteroassociative 
neural network (A-HANN) provides the ability to predict one dataset 
from another dataset and, at the same time, validate the accuracy of 
the predicted dataset (Kropas-Hughes et al., 2002b). 

Recurrent neural networks have feedback connections from output to 
the input. They can learn to identify a pattern. A typical recurrent 
network is the Hopfield network, which can be easily hardwired using resistors, capacitors, and feedback 
connections. They have been used for associative memories, and optimization problems. The output of a Hopfield 
network is the very pattern that was identified. 

 
Figure 1 Autoassociative-heteroassociative neural 
network (Kropas-Hughes et al, 2002b) 
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Competitive neural networks are characterized by two properties: (a) they compute some measure of the distance 
between stored prototype patterns and the input pattern; and (b) they perform a competition between the output 
neurons to determine which neuron represents the prototype pattern closest to the input. Adaptive competitive 
neural networks adjust the prototype patterns 
as new inputs are applied to the neural 
network. Thus, an adaptive competitive neural 
network learns to cluster inputs into different 
input classes. A typical competitive network 
is the two-layer Hamming network. The first 
layer is a feedforward network, while the 
second layer is a recurrent network that 
performs the neuron competition and 
determines a winner. The output of a 
Hamming network is a vector containing a 
"1" at a row position corresponding to the 
identified class. 

Probabilistic neural networks are hybrid 
multi-layer networks that use basis functions and competitive selection concepts. Probabilistic neural network 
achieve a Bayesian decision analysis with Gaussian kernel (Parzan window). A probabilistic neural network consists 
of a radial-basis layer, a feedforward layer, and a competitive layer. The radial basis functions depend on the 
distance between the input vectors and some prototype vectors, µj, representative of the various input classes.  
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Probabilistic neural networks identify class separation boundaries as hyper-spheres in the input space (Figure 2b). 

2.2 Training of Neural Networks 
Multi-layer feedforward neural networks are trained through backpropagation, which is a generalized learning rule 
for neural networks with nonlinear differentiable transfer functions. The method is called backpropagation because it 
computes first the changes to the weights in the final layer, and then reuses much of the same computation to 
calculate the changes to the weights in the penultimate layer, and so on until it reaches back to the initial layer. 
Standard backpropagation uses the gradient descent algorithm; other optimization techniques such as Newton-
Raphson, conjugate gradients, etc. have also been used. 

The training through backpropagation is iterative, and can take several presentations of the training set. During 
training, the weights are optimized by minimization of a suitable error function, e.g., the sum-of-squared-errors 

{ } 21 ( ; )
2

n n
k kj k

n k
E y w t= −∑∑ x . The backpropagation training has an exit strategy¸ i.e., the training is stopped when 

the output error falls below given convergence thresholds. The duration of learning depends considerably on the 
rate parameter (a.k.a. regularization parameter) which controls the changes made to the neural network weights 
after each training cycle. The rate parameter controls the step size in the gradient descent; hence, if the step size is 
large, non-linear effects become significant, and strongly affect the validity of the gradient calculation formulae. If 
the training is too long, the network becomes too specialized on the training data and looses generalization, i.e. has 
unsatisfactory performance on validation data. A method for improving generalization is early stopping. 

Probabilistic neural networks are trained in two stages:  

The first stage consists of unsupervised learning. In the first stage, the training input vectors, xn, are used to 
determine the basis-function parameters, µj and σj. Either an exact design or an adaptive design can be used. The 
exact design sets the prototype vectors equal to the input training vectors, µj = xn, j = n. The adaptive design clusters 
the input vectors and determines prototype vectors that are representative of several input vectors. One way of 
implementing the adaptive design is through incremental addition of neurons. Radial basis neurons are added until 
the sum-squared error falls beneath an error goal, or a predetermined number of neurons is reached. At each iteration, 
if an input vector results in lowering the network error, then it is used to create a new radial-basis neuron. The radial 
spread parameters, σj, are adjusted to achieve optimal coverage of the input space.  

(a)  (b)  

Figure 2 Separation of features vectors into class clusters: (a) a multi-
layer perceptron yields straight boundaries (hyperplanes); (b) radial basis 
neural networks yields curved enclosures for each class (Bishop, 1995) 
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The second stage consists of supervised learning. In the second stage, the basis functions are kept fixed (matrix 
Φ), and the linear-layer weights, wnj, are found to fit the training output values, tn, using backpropagation. The formal 

solution for the weight is given by: ( )† T
=W Φ T  where Φ† denotes the pseudo-inverse of Φ. In practice, this is 

solved using the singular value decomposition to avoid problems due to the possible ill conditioning of matrix Φ. 
Figure 4a presents a simple probabilistic network classification example (Demuth and Beagle, 2000). The training 
vectors x1, x2, x3, x4, x5, x6, x7, were used to train the neural network and define the classes 1, 2, and 3. Then, the new 
vectors α, β, γ, were used to perform validation of the neural network. The new vectors were successfully assigned. 
Figure 4b presents the general architecture of the probabilistic neural network. 

(a)

x3 

γ 

x1 

x7 

x6 x5 

Class 1 

x4 

x2 

α 

β 

Class 2 

Class 3 

 (b)  
Figure 3 Classification using probabilistic neural networks: (a) x1, x2, x3, x4, x5, x6, x7 are the training vectors defining 

classes 1, 2, and 3 and α, β, γ are the new vectors that have been classified; (b) the general architecture of of 
probabilistic neural network (Demuth and Beale, 2000) 

3. PATTERN-RECOGNITION METHODS FOR DAMAGE IDENTIFICATION 
Automatic pattern recognition plays a preeminent role in artificial intelligence research (Winston, 1993). Early 
successes obtained with automatic chemical classification (e.g., the DENDRAL mass spectrogram analyzer, Lindsay 
et al., 1980) and medical inference (e.g., the MYCIN bacterial diagnosis expert system, Shotliffe and Buchanan, 
1975) spurred the research interest in this field. Figure 4 presents the typical steps of a pattern recognition process: A 
sensor transforms the physical state into a measured signal. The preprocessor removes unnecessary or corrupting 
information from the signal. The feature extractor computes the features required for classification. The classifier 
yields a decision regarding the class membership of the pattern being analyzed, i.e., achieve the pattern-recognition 
goal.  

Physical 
Phenomenon 

Recognized 
Pattern  

 
Sensor 

Feature 
Extractor

 
Classifier

 
Preprocessor

 
Figure 4 Schematic of a pattern recognition process (after Winston, 1993) 

Farar et al. (2001) pointed out that statistical modeling for feature discrimination uses algorithms that analyze 
distributions in the features spaces in order to determine the damage state of the structure. Statistical modeling is used 
to quantify when changes in data features can be considered significant. In addition, such algorithms can be used to 
discriminate between changes caused by damage and changes caused by varying operational and environmental 
conditions. Statistical modeling algorithms fall into three general categories: (1) group classification, (2) regression 
analysis, (3) outlier detection. The appropriate algorithm will depend on the ability to perform supervised and 
unsupervised learning. The latter involves statistical process control, principal component analysis, and linear or 
quadratic discriminants. Building on statistical and adaptive signal processing (Manolakis et al., 2000), recent 
automatic pattern recognition research has focused on using artificial neural networks (Nigrin, 1993; Bishop, 1995; 
Mehrotra et al., 1997; Looney, 1997; Omidvar and Dayhoff, 1998; Cowell et al., 1999; Principe et al., 2000). 
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3.1 Neural Networks for Structural Damage Identification 
Extensive modal-analysis studies have focused on using automatic pattern recognition method for structural damage 
identification from modal-analysis spectral data. Worden (2000) reviewed the use of multi-layer perceptron and 
radial basis function neural networks and genetic algorithms for modeling the time response of a nonlinear Duffing 
oscillator with hysteretic response. Worden et al. (2000) studied two structural health-monitoring methods, the first 
performing novelty detection on the low-frequency (0–250 Hz) transmissibility, the second extracting frequencies 
and modeshapes, and quantifying a damage index. Farar et al. (1999), Ying et al. (2001), Jin et al. (2001) considered 
statistical pattern recognition method for vibration based structural health monitoring using stochastical analysis. 
Zang and Imregun (2000) used damage detection with a neural network that recognizes specific patterns in a 
compressed frequency response function (FRF). The compression of the FRF data was achieved with a principal 
component analysis algorithm. Chan et al. (1999) used neural network novelty filtering to detect anomaly in bridge 
cables using the measured frequency of the cables. Ni et al. (2001) studied the application of adaptive probabilistic 
neural network to suspension bridge damage detection. Sohn et al. (2001) studied the novelty detection under 
changing environmental conditions. Sohn and Farar (2000), Todoroki et al. (1999), Loh and Huang (1999), Lloyd 
and Wang (1999), Liu et al. (1999) studied the statistical and neural network processing of time-domain signals. 
Chang et al. (1999), Ho and Ewins (1999); Hu and Fukunaga (2001) followed the model-based approach to structural 
damage detection. Fritzen and Bohle (1999) studied parameter selection strategies for modal-analysis damage 
detection using the experimental data collected during the controlled experiments on the I-40 bridge over the Rio 
Grande, New Mexico. Modal analysis measurements in the range 2-12 Hz were collected at 26 accelerometer 
locations. An initial cut (600 mm long by 10mm wide), was progressively expanded until it completely cut through 
the bridge. However, positive detection was only possible when the cut had almost passed through the frame, 
highlighting the difficulty of detecting incipient damage with low-frequency modal analysis. 

3.2 Classification of E/M Impedance High-frequency Spectra 
A promising technique for damage detection using spectral comparison is the electromechanical (E/M) impedance 
method. Pioneered by Liang et al. (1994), this method has the marked advantage of being able to measure the high-
frequency (hundreds of kHz) local impedance data in the near field of a piezoelectric wafer active sensor (PWAS) 
attached to the structure. Thus, it can measure with ease the high order harmonics, which are more sensitive to local 
damage than the low order harmonics. As shown theoretically and experimentally by Giurgiutiu and Zagrai (2000, 
2002), the local impedance spectrum of the structure is reflected directly in the real part of the E/M impedance of the 
PWAS attached to the structure. The ability to directly measure the local structural impedance at high frequency is 
essential for the early detection of incipient damage that will affect the high-frequency local modes, but will not be 
able to influence the low-frequency global modes considered in conventional modal analysis. Thus, the use of high 
frequencies ensures that the damage metric detects incipient damage at an early stage. Two approaches have emerged 
for the classification of an entire spectrum: (a) overall-statistics methods, and (b) features-based methods. Overall-
statistics methods are easier to use, since they attempt to directly compare the strings of numbers associated with 
each spectrum using simple statistical formulae. Such methods may be appropriate for the classification of E/M 
impedance spectra measured of massive highly damped structures, such as in the identification of delaminations of 
composite overlays applied to concrete or brick structures. In this case, the E/M impedance spectrum of the pristine 
structure has few shallow resonances, while the spectrum of the delaminated structure will have a marked new peak. 
However, the overall-statistics methods have been shown ineffective for the classification of high-frequency spectra 
of lightly damped thin-wall structures that have many resonance peaks, which shift, split, and multiply when local 
damage appears. In this case, feature-based methods are more appropriate.  

The feature-based methods use a two-stage approach: first, the spectral features that are likely to be affected by 
damage are extracted. In this first step, the problem dimensionality is reduced by at least an order of magnitude. In 
the second step, the features vectors associated with each spectrum are compared using a vector classification 
technique. Early attempts to use this technique for the classification of E/M impedance spectra using neural network 
techniques were reported by Lopes and Inman (1999), and Lopes et al. (1999). In analytical simulations, a three level 
normalization scheme was applied to the E/M impedance spectrum base on the resonance frequencies. First, the 
sensitivity of certain resonance frequencies to the location of the damage was identified. Second, the excursion of the 
frequency change with damage amplitude at each location was calculated. Thirdly, the normalized percentage 
frequency change for each damage severity was calculated. One-layer and two-layer neural networks were 
constructed and successfully trained on analytical models with simulated damage. But when applied to actual 
experiments, e.g., a 4-bay bolted structure and a 3-bay screw-connected space frame, this neural network approach 
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did not work, and had to be modified. Another set of normalized values were used: (i) the area between damaged and 
undamaged impedance curves; (ii) the root mean square (RMS) of each curve; and (iii) the correlation coefficient 
between damaged and undamaged curves. These values were calculated for both real and imaginary parts of the 
impedance spectrum. However, these early attempts were not very conclusive. It seems that before applying spectral 
classification techniques to actual structures, a good understanding of the likely effects that the damage would have 
on the spectra is needed. Carefully conducted calibration experiments, in which the effect of damage on the local 
impedance spectrum is well understood and quantified, have been performed on circular plate specimens with various 
amounts of damage. The effect of the statistical variations inherent in any fabrication and operation process was also 
assessed and compared with the damage effects. Thus, a detection threshold calibrated against the statistical 
“background noise” would be established, to be used in damage detection on actual structures. This paper presents 
the results of such statistically controlled calibration experiments  

4. STATISTICALLY-CONTROLLED CALIBRATION EXPERIMENTS  
Controlled structural health monitoring experiments were conducted to generate consistent benchmark test data for 

damage metrics development and calibration. Five statistical groups of 
specimens with increasing amount of damage were tested. Each group 
contained five 1.6-mm thick 2024-T3 aluminum alloy 100-mm diameter 
identical plates. A 7-mm diameter, 0.2-mm thick piezoelectric-wafer active 
sensor (PWAS) was placed in the center. A 10-mm simulated crack was 
produced in each specimen in the form of a curved narrow slit cut with the 
electric discharge machining (EDM) process (Figure 5). The crack was 
incrementally brought closer to the plate center (Table 1, column 1). Each crack 
position represented a different state of damage. Group 0 represented the 
pristine condition. The amount of damage increased as the group number 
increased. Within each group, the damage was identically replicated to all the 
group members. Thus, the method’s repeatability and reproducibility was 
tested. An HP 4194A Phase-Gain Impedance Analyzer was used to measure the 
E/M impedance at the PWAS terminals. The local mechanical impedance of the 

structure was obtained directly from the real part of the measured E/M impedance. Measurements were performed at 
400 frequency points, equally spaced in a preselected frequency band. Three high-frequency bands were used: 10–40 
kHz; 10–150 kHz; and 300–450 kHz. The 10–40 kHz frequency band, which has fewer modes, is shown in column 2 
of Table 1. As damage progressed, three phenomena occurred:  

(a) Resonance peaks shift 
(b) Some resonance peaks split 
(c) New resonance peaks appear 

These changes are apparent by visual inspection of the 10–40 kHz spectra presented in column 2 of Table 1. Similar 
results were also obtained for the other two frequency bands. The third column of Table 1 gives the values of the six 
most prominent resonance frequencies of the low-frequency spectra recorded for each of the five plates in the group. 
It is apparent that the frequencies are nominally the same, but inherent statistical variations are present. 

4.1 Inherent Statistical Variation of the Impedance Data 
Knowledge of the statistical variation existent in nominally identical situations is of great importance for the 
assessment and calibration of any health monitoring method. During our experiments, attention was given to 
producing nominally “identical” specimens. However, slight variations were unavoidable, giving rise to random error 
in the E/M impedance data. Such variations may be due to geometric tolerances on specimen fabrication, or to 
positioning of the PWAS transducer on the specimen. Variations due to geometric tolerances would produce shifts in 
the resonance frequencies, while PWAS positioning variations would dictate which modes are excited. Since the 
specimen is a circular plate with axial symmetry, a PWAS exactly positioned in the plate center would excite only the 
axisymmetric modes, while a PWAS ever so slightly displaced from the center will also excite non-axisymmetric 
modes. Figure 6 illustrates these aspects in the 10–40 kHz band. Three type of modes are observed:  

(i) Axisymmetric flexural modes (AF) 
(ii) Axisymmetric radial modes (AR) 
(iii) Non-axisymmetric modes (NA) 

 EDM slit 

PWAS 
 

Figure 5 Typical specimen 
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Table 1 Calibration experiments on circular plates 

Group 0  
(pristine).  

5 Plates with no cracks 
 

 

Plate 0-1

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

 

# 1 2 3 4 5 
 Plate 

0-1 
Plate 
0-2 

Plate 
0-3 

Plate 
0-4 

Plate 
0-5 

f1 12885 12740 13030 12885 12740

f2 16220 16075 16510 16148 16148

f3 20135 19918 20425 20135 19918

f4 24195 23978 24630 24413 24050

f5 28980 28618 29343 28980 28618Fr
eq

ue
nc

y,
 H

z 

f6 39058 38913 39493 39493 38913 

Group 1  
(slight damage)  

5 plates with crack at 40mm 
 

 

Plate 1-1

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

 

# 6 7 8 9 10 
 Plate 

1-1 
Plate 
1-2 

Plate 
1-3 

Plate 
1-4 

Plate 
1-5 

f1 12958 12813 12813 12813 12813

f2 19700 19555 19555 19483 19483

f3 20353 20135 20063 20063 20063

f4 28400 28183 28183 28183 28183

f5 29270 28980 28835 28908 28835Fr
eq

ue
nc

y,
 H

z 

f6 39638 39203 39203 39203 39130 

Group 2  
(intermediate damage I)  

5 plates with crack at 25mm 
 

 

Plate 2-1

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

 

# 11 12 13 14 15 
 Plate 

2-1 
Plate 
2-2 

Plate 
2-3 

Plate 
2-4 

Plate 
2-5 

f1 12450 12450 12523 12450 12523

f2 12885 12885 13030 12958 12958

f3 20280 20135 20353 20208 20353

f4 27965 27893 28038 27893 27965

f5 29270 28980 29343 29198 29198Fr
eq

ue
nc

y,
 H

z 

f6 39565 39348 39783 39348 39710 

Group 3 
(intermediate damage II)  

5 plates with crack at 10mm 
 

 

Plate 3-1

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

 

# 16 17 18 19 20 
 Plate 

3-1 
Plate 
3-2 

Plate 
3-3 

Plate 
3-4 

Plate 
3-5 

f112305 12160 12233 12233 12160

f212885 12813 12885 12958 12740

f320208 19990 20135 20135 19990

f423325 23108 23325 23253 23108

f529198 28908 29053 28980 28835Fr
eq

ue
nc

y,
 H

z 

f639638 39348 39565 39493 39203 

Group 4  
(strong damage)  

5 plates with crack at 3mm 
 

 

Plate 4-1

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

 

# 21 22 23 24 25 
 Plate 

4-1 
Plate 
4-2 

Plate 
4-3 

Plate 
4-4 

Plate 
4-5 

f111580 11653 11435 11580 11435

f212740 12740 12668 12740 12595

f315278 15350 15060 15278 15133

f417380 17380 17090 17235 17163

f522093 22093 21658 22165 21803Fr
eq

ue
nc

y,
 H

z 

f638623 38550 38188 38550 37970 
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The assignment of these designations is based on the work of Zagrai and Giurgiutiu (2001), in which the modeshapes 
of circular plates in this frequency band were studied theoretically and compared with experimental results. Figure 6 
indicates that the flexural modes AF1–AF4 are very strongly excited, as expected in this frequency band. The radial 
mode AR1 is also excited, but not as strongly. The parasitic non-axisymmetric modes NA1–NA3 are inadvertently 
excited but with less intensity than the axisymmetric modes. 

 
Group 0 -- Pristine

10

100

1000

10000

10 15 20 25 30 35 40
Frequency, kHz

R
e 

Z,
 O

hm
s

Plate 0-1
Plate 0-2
Plate 0-3
Plate 0-4
Plate 0-5

AF = Axisymmetric flexural modes 
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Figure 6 Statistical effects on the impedance spectrum: superposed spectra of the five “identical” Group 0 (pristine) 

specimens, in the 10–40 kHz band. 

The average and standard deviation (STD) values for the resonance frequencies and amplitudes were calculated for 
all these modes (Table 1). It is noted that the resonant frequencies fall in a very tight interval (1% STD), indicating 
good experimental reproducibility. It is also noted that the resonance amplitudes show a much wider spread than the 
frequencies (10–30% STD). This is to be expected considering that the modal amplitudes are affected by the modal 
damping, which is much more difficult to control than the modal frequencies. However, when the log-amplitudes 
were considered, the spread reduced considerably (~2% for the main modes AF1, AF2, AF3; more for the other). It is 
noted that the use of log-amplitude is consistent with the standard practice in experimental modal analysis. For the 
damage cases (groups 1 through 4), similar results were obtained. These observations were also noted in the higher 
frequencies bands, 10–150 kHz and 300–450 kHz. 

 

Table 2 Summary of the statistical results for Group 0 (pristine) circular plate specimens: average values and standard 
deviation (STD) of the frequencies and amplitudes in the lower frequency band (10 – 40 kHz). 
 Frequency Amplitude Log-amplitude 

Average STD Average STD Average STD 
Mode type 

kHz kHz % Ohms Ohms % Log-Ohms Log-Ohms % 
AF1 12.86 0.12 0.94% 4837 756 15.6% 0.07 0.07 1.87%
NA1 16.22 0.17 1.05% 209 68 32.8% 0.15 0.15 6.35%
AF2 20.11 0.21 1.04% 4491 478 10.6% 0.05 0.05 1.26%
NA2 24.25 0.27 1.11% 291 135 46.5% 0.21 0.21 8.48%
AF3 28.91 0.30 1.05% 4160 598 14.4% 0.06 0.06 1.76%
NA3 33.72 0.40 1.18% 415 203 49.1% 0.28 0.28 10.84%
AR1 36.45 0.29 0.78% 210 122 58.3% 0.22 0.22 9.46%
AF4 39.17 0.30 0.76% 3933 1930 49.1% 0.24 0.24 6.91%

Legend: AF = Axisymmetric flexural modes  
AR = Axisymmetric radial modes  
NA = Non-axisymmetric modes 
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Figure 7  Modification of the impedance spectra with the appearance and location of damage in the 10–40 kHz band 

4.2 Damage-Induced Changes in the Impedance Spectra  
Figure 7 illustrates how the appearance and progression of damage affects the impedance spectra. The pristine plate 
had clearly defined sharp resonance peaks, as presented in the top spectrum of Figure 7. The appearance of minor 
damage (simulated crack located at 40 mm from the PWAS) modified slightly the frequency spectrum by:  

(i) Small shifts in the existing resonance peaks 
(ii) New low-intensity resonance peaks 

However, as long as the damage is minor, the main aspect of the original spectrum is still preserved. As the severity 
of damage increases (location of simulated crack at 25 and 10 mm from the PWAS), the changes in the spectrum 
became more drastic, and we noticed: 

(i) Large shifts in the existing resonance peaks 
(ii) Strong new resonance peaks 
(iii) Peak splits 

Thus, when the damage is slight, the differences between the pristine spectrum and the damage spectrum are 
noticeable but slight, whereas when the damage is severe, the differences are very intense. One challenge in the 
spectral classification is to detect not only the intense differences, but also the slight differences. Thus, the better the 
detection method is, i.e., the better the detection sensitivity, the sooner one would be able to detect incipient damage. 
Another challenge is to avoid false positives, i.e., to avoid signaling damage when no damage is present. False 
positives may appear due to the statistical variations in impedance reading, which originate either in structural 
variations, or in sensor installation variations. A good spectral classification would reject these statistical variations 
and would be sensitive to only the damage effects. 

5. APPLICATION OF THE FEATURES-BASED PNN CLASSIFICATION 
Features extraction reduces the problem dimensionality and separates essential information from non-essential 
information. In spectral analysis, the features-vector approach recognizes that the number and characteristics of 
resonance peaks play a major role in describing the dynamic behavior of the structure. By considering the essential 
features of the spectrum, i.e. the peaks at resonance frequencies, meaningful information corresponding to the 
particular state of structural health can be extracted. This information can be organized in a features vector, where 
each feature corresponds to a certain resonance frequency. As an illustration, consider the E/M impedance spectra 
reproduced in Table 4b. Each spectrum contains 401 data points positioned at 0.075 kHz intervals in the 10 to 40 kHz 
band. Five spectra are presented: one pristine and four with various degrees of damaged. Although the difference 
between spectra is apparent, quantification of this difference is neither obvious nor immediate. Using the features 
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vector approach, it is possible to distinguish between a “pristine” and a “damaged” structure by considering the 
number and the position of the resonance peaks. For example, the pristine-plate spectrum of Table 4b displays four 
dominant resonance peaks (12.8, 20.1, 28.9, and 39.2 kHz), and several minor peaks (16.2, 24.2, 33.7, 36.4 kHz). By 
considering these features, the dimensionality of the problem can be reduced by almost 2 orders of magnitude, from 
400-points to less than 10 features. The details for these feature vectors are given in Table 1c. For the ‘strong 
damage’ plate (Table 1, Group 4), we distinguish six dominant peaks (11.6, 12.7, 15.2, 17.4, 22.0, 38.6 kHz). Though 
the number of features has increased, the problem size is still one order of magnitude less than in a featureless 
approach. Similar results were also observed in the 10–150 kHz and 300–450 kHz bands.  

Once the feature vectors are established, the classification problem can be approached in the features space. Several 
features-based classification algorithms are possible. We explored a probabilistic neural network (PNN) classification 
algorithm. The results of 
our tests are given in Tables 
3 and 4. Table 3 shows the 
PNN classification 
performed with a 4-
frequency features vector. 
The 4 frequencies used in 
the features vector were the 
main resonance frequencies 
of Table 1c. The results of 
Table 5 indicate that good 
classification was attained 
for Groups 2, 3, 4, but not 
for Group 1. Group 1 (slight 
damage) was misclassified 
with Group 0 (pristine). 
This misclassification 
problem could not be fixed 
by increasing the number of 
training vectors (Tests II, 
III, and IV in Table 3). 
However, when the size of 
the features vectors was 
increased from four to six, 
the classification improved 
dramatically (Table 4). 
With only one vector used 
for training in each group, 
the PNN consistently 
predicted the right results. 
Thus, clear distinction 
could be established between the spectra generated by the ‘pristine’ case (Group 0) and the ‘damage’ cases (Groups 
1, 2, 3, 4). In addition, clear distinction could also be determined among the spectra of various ‘damage’ groups that 
correspond to various crack positions (Group 4, 3, 2, 1 correspond to r = 3, 10, 25, 40 mm, respectively). Similar 
good results were also obtained features vector increased from 6 to 11. 

6. SUMMARY AND CONCLUSIONS 
This paper has presented an approach to damage metric quantification based on the comparison and classification of 
high-frequency local impedance spectra achieved with a neural network approach in conjunction with a features 
extraction algorithm. These methods have been illustrated on experimental data taken on a set of simple-geometry 
calibration specimens containing controlled damage and built-in statistical variation: a set 25 simple geometry 
circular plate specimens with various amounts of damage. The set of calibration specimens was partitioned into five 
damage classes, each class containing five nominally identical members. The high-frequency impedance spectrum of 
each specimen was recorded using the electro-mechanical impedance technique in conjunction with surface-mounted 

Table 3 Synoptic classification table for circular plates using 4-frequency feature vectors 

 Group 0 
(no damage)

Group 1 
(r=40 mm)

Group 2 
(r=25 mm) 

Group 3 
(r=10 mm) 

Group 4  
(r=3 mm)  

Plate # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25  
T V V V V T V V V V T V V V V T V V V V T V V V V IN I 
– 0 1 1 0 – 1 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 OUT
T T V V V T T V V V T V V V V T V V V V T V V V V IN II 
– – 1 1 0 – – 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 OUT
T T T V V T T 1 1 1 T V V V V T V V V V T V V V V IN III 
– – – 1 0 – – 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 OUT
T T T V T T T V V V T V V V V T V V V V T V V V V IN 

Te
st

 #
 

IV 
– – – 1 – – – 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 OUT

Table 4 Synoptic classification table for circular plates using 6-frequency feature vectors 

 Group 0 
(no damage)

Group 1 
(r=40 mm)

Group 2 
(r=25 mm) 

Group 3 
(r=10 mm) 

Group 4  
(r=3 mm)  

Plate # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25  
T V V V V T V V V V T V V V V T V V V V T V V V V IN I 
– 0 0 0 0 – 1 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 OUT
V T V V V V T V V V V T V V V V T V V V V T V V V IN II 
0 – 0 0 0 1 – 1 1 1 2 – 2 2 2 3 – 3 3 3 4 – 4 4 4 OUT
V V T V V V V T V V V V T V V V V T V V V V T V V IN III 
0 0 – 0 0 1 1 – 1 1 2 2 – 2 2 3 3 – 3 3 4 4 – 4 4 OUT
V V V T V V V V T V V V V T V V V V T V V V V T V IN IV 
0 0 0 – 0 1 1 1 – 1 2 2 2 – 2 3 3 3 – 3 4 4 4 – 4 OUT
V V V V T V V V V T V V V V T V V V V T V V V V T IN 

Te
st

 #
 

V 
0 0 0 0 – 1 1 1 1 – 2 2 2 2 – 3 3 3 3 – 4 4 4 4 – OUT

Legend: T = training vector; V = validation vector; IN = input to PNN, OUT = output 
from PNN 
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piezoelectric-wafer active sensors (PWAS). Three high-frequency bands were used during the experiment, 10–40 
kHz, 10–150 kHz, and 300–450 kHz. The high-frequency character of the recorded data ensured high sensitivity to 
damage presence and location. 

The spectral classification was performed with a features-based probabilistic neural network (PNN). The PNN 
approach was found to be very successful when applied in conjunction with a features-extraction algorithm. Features-
vectors based on the resonance frequencies, resonance amplitudes, and damping factors were identified as possible 
candidates. In our work, we were able to perform successful classification based on resonance frequencies vectors 
only. However, the full complement of features may be necessary in situations that are more complicated. For the 
10–40 kHz band, we found that correct classification in the five damage classes can be achieved with as little as six 
resonance frequency features. However, if the number of features was only four (the major peaks only), the 
classification of mild damage was found to be deficient. This indicates that if the number of frequency features is 
insufficient, misclassification may occur. A threshold of the minimum number of features for correct classification 
may exist. Increasing the number of features from six to eleven was also studied. It was found that the eleven-
features classification was as good as the six-features classification. For the other frequency bands, which have a 
higher density of resonance peaks, a larger number of features was necessary. In the 10–150 kHz band, 22 frequency 
features were identified. Overall, the PNN approach, when used in conjunction with a featured extraction algorithm, 
was found successful in achieving the correct spectral classification of damage in controlled experiments. It was also 
found that the inherent statistical variation between the members of the same damage class do not significantly affect 
the spectral classification provided a sufficient number of features was selected in the features vector. 

The outcome of this study consists in the validation of the concept that probabilistic neural networks in conjunction 
with a features extraction algorithm can successfully classify high-frequency impedance spectra according to the 
amount of damage present in the structure, and independent of the inherent statistical variation between members of 
the same damage class. By performing this study on a controlled set of specimens, a benchmark dataset has been 
generated that could serve as basis for further studies in spectral classification for damage detection.  
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